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Abstract

The work presented in this thesis shows how theories froffereifit scientific
areas can be successfully applied in the environmental fidld work is divided
into two areas: Enhancement of modelling and calculatiob@A-like systems
and optimal investment planning for environmentally fanadle, but expensive
production facilities.

Life Cycle Analysis (LCA) has a lot in common with technicgstem analy-
sis. In this study similarities and differences between L&A technical system
theory are investigated, followed by suggestions for improents. As part of an
LCA a model of the technical system is built. This model isdug® normalisa-
tion in accordance with the functional unit. The model is, fatwever, flexible
in terms of the type of calculation it supports. It is founaitla computational
non-causal representation makes it possible to separadelrand problem for-
mulation. One model can then be used for several differgrasyf calculations.
The theory is illustrated in the case of cement productioerata computational
a-causal and object-oriented model is built of a produdiioe for cement. The
model can easily be tuned for a specific production site. Niytihe usual flow of
matter is included, but also monetary units. Some diffetgmes of calculations
are carried out to show the usability of the concept.

Changes toward more environmentally friendly solutioresgjérently incorpo-
rate large investments in the infrastructure. The cost ae@mainty of changing
these facilities are usually considered to be obstaclethintroduction of the
new technique. In this study methods for finding optimal staeent strategies for
such production facilities are investigated. Based on anrasd future develop-
ment scenario, optimal investment strategies are cakulilafhe usability of the
developed method is exemplified in a study on profitable imrest strategies for
a hydrogen refuelling station. Taking special considertilike periodic mainte-
nance need into account, optimal control is used to conatlyrénd a short term
equipment variable utilization for one week and a long tetrategy. The solu-
tion is the minimum hydrogen production cost for the induatigas station. The
solution is sensitive to variations in the scenario paranset

Keywords: LCI modelling, Non-causal modelling, Optimal investmetnategies,
Hydrogen infrastructure.






Acknowledgements

I would like to thank my supervisor Jonas Sjoberg espeactall taking the time
and effort to read through and comment on my not always totedterstandable
publications. It is all too easy to take understanding fanged.

Magnus Karlstrom and Karin Gabel have provided me withigoing (and
real!) problems that needed solutions as well as a thorondarnstanding of these
problems.

If it was not for Raul Carlson and Anne-Marie Tillman, | wouddfinitely not
have started my Ph.D. studies in the first place. Even thoatghwanted me to
continue elsewhere, | am thankful to these persons.

| would also like to thank Eva and Sofia for the support and liney have
given me, even when absorbed by work.

| also wishes to thank Competence Center for Environmengaesment of
Product and Materials Systems (CPM) at Chalmers Univegsifyechnology for
their financial support of the project.






Contents

1 Introduction 1
1.1 Maincontributions . . ... ... ... ... ... .., 2
1.2 Outlineofthesis. . . . . ... ... ... ... .. ... ... 2

2 Purpose and goals 3
2.1 PUIpOSE . . . . . . e 3
22 Goals . .. ... e 4

3 Modelling of technical environmental systems 5
3.1 LifeCycle Assessment . . .. ... ... ... .. ........ 5
3.2 Modellingtechniques . . . . .. ... ... ... ......... 9
3.3 Thecement production problem . . . ... ... ......... 11

4 Investment optimisation techniques 15
4.1 Non-linearoptimisation. . . . .. .. ... ... ... ...... 15
4.2 Optimalcontrol . . . .. ... .. ... .. ... ... ... ... 17
4.3 Productioncost . . .. ... ... . 19
4.4 The hydrogen infrastructure problem . . . . . .. ... .. ... 21

5 Concluding remarks 27
51 Futurework . . . .. ... ... . 27

6 Summary of appended papers 29
6.1 Paperl. .. .. .. . . . 29
6.2 Paperll . . .. . . . .. 29



Vi CONTENTS

6.3 Paperlll . .. . ... . . . 30

APPENDED PAPERS



List of publications

The work presented is based on the following publicatiorsclvare included in
the thesis.

|. Peter Forsberg, Modelling and Simulation in LCA, CPM Teidal Report
2000:1, 2000.

II. Karin Gabel, Peter Forsberg and Ann-Marie Tillman, Tesign and build-
ing of a lifecycle-based process model for simulating emvinental perfor-
mance, product performance and cost in cement manufagtdonrnal of
Cleaner ProductionVolume 12, Issue 1, February 2004, pp. 77-93.

lll. Peter Forsberg and Magnus Karlstrom, On optimal itvest strategies for

a hydrogen filling station, Submitted toternational Journal of Hydrogen
Energy

The author have also contributed to research in the follgwatated subjects.

IV. Raul Carlson, Peter Forsberg, Wim Dewulf and Lennartléson, A full
design for environment (DfE) data modétroceedings of Product Data
TechnologyBrussels, 25-26 April 2001, pp 129-135.

V. Raul Carlson, Maria Erixon, Peter Forsberg and Ann-GimrBalsson, Sys-
tem for Integrated Business Environmental Information EgementAd-
vances in Environmental Researéh2001, pp 369-375.

VI. Wim Dewulf, Joost Duflou, Raul Carlson, Peter Forsbergnhart Karls-
son., Dag Ravemaridsa Ander and Gerold Spykman, Information Man-
agement of Rail Vehicle Design for Environment for the enBroduct Life
Cycle,Proceedings of 1st International Conference on Life Cyciahye-
ment LCM 2001, Copenhagen, 27-29 August 2001, pp 69-72.

VII. Wim Dewulf, Raul CarlsonAsa Ander, Peter Forsberg and Joust Duflou,
Integrating Pro-Active Support in Ecodesign of Railway Méds, Proceed-
ings of 7th CIRP Seminar on Life Cycle Engineerifigkyo, 27-29 Nov.
2000, pp 111-118.

Vi






Nomenclature

Flow semantics

Functional unit

LCA

LCI

Normalisation

Reference flow

Unit process

The connection and use of the general vagablensity and
flow.

A reference to which the inputs and outpdits product sys-
tems is related as part of the normalisation.

Life Cycle Assessment. A systematic method to assess the
environmental impact of a product or function produced.

Life Cycle Inventory. The building of a model of the tecbal
production system as a part of the Life Cycle Assessment Als
includes normalisation of resource use, emissions ancewast
the functional unit.

Relating the flows in a product system to tmefional unit.

Measure of the needed outputs from procassagven prod-
uct system required to fulfil the function expressed by timefu
tional unit.

The smallest part of product system for whi¢h tecollected
when undertaking a LCA.

Tables 1 and 2 show the symbolic conventions and scenar@ogers used in
the sequel. The letter p, z or f indicate the type, which may be further specified
using sub and super-scripts. The symbgl,, is then interpreted as the weekly
capacity of the hydrogen reformer.



X
Table 1. Symbolic conventions

Type Name  Description Unit
Variables, c Capacity kg, kg/h
constants cn Nominal capacity kg, kg/h

s Size kg, kg/h

Purchase price SEK

pn Nominal purchase cost SEK

T Flow vector kg/h

f Factor -
Subscripts hr Hydrogen reformer

hs Hydrogen storage

he Hydrogen compressor

fp Hydrogen refueling pump

hf Hydrogen refueling

fc Hydrogen fuel cell

he Hydrogen electrolysis

eq Equipment, any part

d Daily, per day

w Weekly, per week

ng Natural gas

ho Hydrogen

el Electricity

inv Investment

m Maintenance
Superscripts 4 Input flow

o Output flow

Table 2: Scenario parameters

Name  Description Value Unit
d Real rate of interest 0.05 1lyr
V(t) Number of vehicles at time t - -
Viot Total nr of vehicles at.,, 4 - -
b S-curve slope 0.3 -
tita Inflection point of the S-curve 10 -
Py Cost of manufacturing.*” unit - SEK
P Cost of manufacturing " unit - SEK
Vi Cumulative production at*” unit - -
Rpyr Progress ratio factor - -
Hf., Mean hydrogen consumption 1000 kg/day
H,,q Ratio peak-demand to average 1.12 -
Hy Hydrogen refueling - kg/h
feont  Contingency cost factor 0.1 -
feng Engineering permitting cost factor 0.1 -
fgen  Include land cost factor 0.2 -
cy Vehicle filling capacity 4 kgffilling
Dng Natural gas price[7] 3.6 SEK/kg
Del Electricity price vector 0.3(22-06),0.6(06-22)  SEK/kWh

Nomenclature



Chapter 1

Introduction

The environmental awareness in today’s society is corgtamreasing the re-
guirements of a cleaner production. The requirements magnb&ced by law,
public opinion or as a concious act by the production compamyake a product
more appealing to the consumers. At the same time the inngeasmplexity of
the production systems make the environmental analysiteh&w perform. Tech-
nical analysis of environmental systems is a rather newplise of science. Itis
still in the phase of developing new applications and exptpnew connections
to already existing disciplines. In the 90’s more advancethods were devel-
oped to assist environmental analysis of technical systéme of the methods is
Life Cycle Assessment (LCA). In LCA a flow model over the teictah produc-
tion system is made, taking the relevant resources, emssiod product(s) into
account. Flows are scaled to give resource use and emisteased for one unit
produced. Much has been written about LCA. The ISO standb4640-42 [1]
give very general guidelines on how an LCA should be perfakn@ther texts,
e.g. [12, 34, 26, 22, 52, 20], are also very general and doedismuss details on
the mathematical treatment. Until 1998 only one text [29%wablished giving
guidelines on how to perform the actual calculation, theated normalisation.
From 1998 until now a number of articles [31, 30] and one b82khave dealt
with the subject of normalisation in LCA from a mathematigaint of view. All
of these mathematical methods only consider the statbes&tt LCA which in-
clude a linear and static model representation. For othgestyof calculations
there are only a limited number of texts available. Exampiekide linear opti-
misation of LCA systems [8, 55], multi-objective optimiiat [9] and dynamic
LCI modelling [16, 48]. Some cases with integration of eaomocosts have also
been seen [43, 47]. There is still, however, a large poteiatiamprovements in
e.g. flexibility of the models. This thesis investigates sapplicable techniques,
how they can be used and possible improvements. The findnegsxamplified
on a cement production case [23].
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Another method that may be used for technical environmemtalysis is in-
vestment planning for environmentally good but expensiaelpction facilities.
Within economics investment planning is a common topic amues of which
make use of optimal control theory [46, 18, 21, 45, 10]. Radtions in the area
generally analyse return on capital funds and does not, Yewaddress the case
of investments in production machinery. This thesis ingasés a method for in-
vestment planning which can take considerations like p@imaintenance into
account. The method make use of optimal control to simuttasky find a short
term equipment variable utilization for one week and a l@rgitstrategy for the
whole investment period. The method is exemplified on hyenadjspensing in-
frastructure, which is a major obstacle for the introduttid hydrogen vehicles
[37]. Recent studies have been made regarding economasbfity of hydro-
gen in regard to the infrastructure needed to be built [4, 84238, 51, 50]. None
of these studies investigates the implications of investsever time.

1.1 Main contributions

The main contributions of the presented work is summarisdoib

e Athorough comparison between LCI and technical systenyaisal

e A modelling approach for LCA or LCA-like environmental sgats com-
prising separation of model and problem formulation legdana more flex-
ible model.

¢ A method to make concurrent optimisation of investmentsramdpattern
for lowest production cost.

1.2 Outline of thesis

In Chapter 2 the general purpose and goals of the projecaisdst Chapter 3
explains what LCA is and how calculations within LCI are madiealso gives
some background on techniques used to improve the capatifilihese calcula-
tions. Chapter 4 starts with an introduction to optimisatamd optimal control,
which is then used to solve investment planning problemsap@ 5 gives con-
cluding remarks and suggestions for improvements in furbark. Chapter 6
summarises indicated publications made during the projdw first one is a re-
port to draw parallels between LCI modelling & calculatiordageneral technical
systems analysis like control theory. The second papeydpgiprevious findings
on a cement production process. The third paper apply theaddor investment
planning on a hydrogen infrastructure case.



Chapter 2

Purpose and goals

2.1 Purpose

The intentions of this project is to provide practical anddtional results that can
be used to expand the application area of LCA or LCA-like eyst. A math-

ematically and logically correct structure will make arssg more efficient and
decrease the risk of making mistakes. Contributions froengioject would be

the theoretical basis and practical means for solving prablas exemplified in
the following:

e A wider range of problems may be solved using LCA, or LCA-liketh-
ods. Examples include dynamic modelling of time-depengaotesses
such as start-up or shut-down of production processes atiisation of
production networks with long time constants. Another egknof a non-
linear, time-dependant process that has environmentakecprences is the
introduction of a new product or a new technology in the mar&ech con-
sequences may not be modelled using present LCA-methogdoiaghich
neither production volume nor time are variables.

e EXxisting problems may be solved in a better way. It is somesiciaimed
that LCA is used to optimise the life cycle of a product. Hoagwno true
optimisation is made. Instead the available tool (preseom-optimising
LCA-methodology) is used for comparison between altevesti Optimisa-
tion may of course be done using different objectives, gagciic inventory
parameters such as energy use or carbon dioxide emissiahspet is in-
troduced as a parameter in the analysis, optimisation magtducted with
respect to the ratio between environmental impact and éosither exam-
ple of an existing problem that may be solved in a better wallexation
in open loop recycling of metals. Long-lived products oftemtain metals.

3
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On the same time the market for many metals expand. Time @&lgla
relevant factor here, yet this problem is presently appgredasing static
calculations.

Increased correctness. The simplifications made in prés@niethodol-

ogy (e.g. disregarding time and non-linearities) are sonext justified and
sometimes not. Since there is very few choice at preserdetbienplifica-

tions are always made whether justified or not. With caleohatethods
that allow for time and non-linear relationships, there \»é a real choice
whether to simplify or not, and thus the resemblance betweality and

model may increase.

Goals

The project goal is to categorise and formulate theordyidmsed, mathemati-
cally expressed calculation methods for LCI supportingeremtvanced calcula-
tions than normalisation. As part thereof, the project gedab mathematically
formulate and solve optimisation problems of dynamic LCAl &iCA-like sys-
tems. This work intends to develop a methodology to caleuddgo the cost of
the transitions between states. For this purpose the tlegagtimal control will
be used. Specifically the goal is to develop a methodologyatoutate transi-
tions of systems from one present state to another optintatefistate from an
environmental and economical perspective.
In detail, the goals of the research project are to:

describe relevant available methods from related engimgenathematical
and system theoretical areas.

develop new modelling approaches and calculation methods.

employ mathematical and logical methods to verify the aimess of cal-
culations and simulations.

formulate the dynamic optimisation problem mathematycall

investigate the possibility to solve the dynamic optimmatproblem or,
alternatively possible simplifications which leads to shifigd problems
which can be solved.

investigate how sensitive the solution is to changes in siseraptions.

test the methodology in order to show its usability withingwing, applied
LCA projects.



Chapter 3

Modelling of technical
environmental systems

This chapter focus on the question how models of LCA likeeyst can be done
more flexible. It starts with an overview of LCA from a systezulhinical perspec-
tive. Then some modelling techniques applicable to the LE¢hmical system
description are discussed, after which these techniques@plied to a cement
manufacturing production problem.

3.1 Life Cycle Assessment

Life Cycle Assessment (LCA) is a method to evaluate the enwrental impact
of a product or function over its entire life. The life cyclsually starts with
extraction of raw material and continues with transpostatmanufacturing, use
and possibly re-use. It then ends with waste managememt|lieg and disposal,
see fig. 3.1. There exists a vast literature on the concepC#f, Isee e.g. [20, 26,
29, 40, 25, 19, 33].

In 1997 the ISO standard 14040 on Life Cycle Assessment waeeagd [1].
In this standard LCA is defined as ‘...the environmental efspend potential im-
pact throughout a product’s life (i.e. crade-to-gravepfmaw material acquisition
through production, use and disposal.’ Each of these stagesumes resources
and produces emissions and waste. In LCA all these aspextsla@n into ac-
count and are related to the product or function producedA Lther aims at
assessing the implication of the production to nature, seS12.

The 1SO 14040 standard further gives directions on relgvaases in an LCA,
see fig. 3.3. These phases are:

e Goal and scope definition. This is a definition of the produsasvice to be
assessed, a functional unit for comparison and the bowexafithe study.

5
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Extraction of
raw materials

Re-use, Transportation
recycling or
disposal Production

Life cycle of a product

Use and Transportation
maintenance

Transportation

Marketing

Figure 3.1: The life cycle of products.

It also states why the study is carried out and for whom.

¢ Inventory analysis (LCI). In this phase the required resewse, emissions
released and waste are identified and quantified. Resourckslé e.g.
extractions of raw material, energy carriers and diffetgpées of land use.
Then this information is gathered in a process flow chart atated to the
functional unit from the goal and scope definition.

e Impact assessment. The findings from the inventory anafysigrouped
and quantified into a limited number of impact categoriesesEcategories
may be further weighted into a single number.

e Interpretation. A report is written on the cumulative résudf the study.
The report also contains needs and possibilities to redgcertvironmental
impact.
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Figure 3.2: The three spheres to consider in an LCA: the kal&technical and
the environmental. In the society a demand for a product miceis created.
This product is then produced in a factory, which inevitatynsumes resources
and produce emissions. The emissions ends up in the natiia) we all are part
of, hence affecting the society.

As part of the inventory analysis the resources and emis$rom the devel-
oped flow model of the production system need to be relatdtetbunctional unit.
This is done by aggregating all unit processes in the prosstem and scaling
the flows of these unit process to match the reference floneadyistem. The data
used in the inventory is based on time averaged statistcchamce is independent
of time. In addition a linear relation between resource as@ssions and produc-
tion is assumed. The result is that this normalisation stéepbe mathematically
regarded as solving a linear equation system. The equatsbers is usually well
posed, i.e. having equal number of variables and constraamid hence possi-
ble to be solved exactly. Publications on LCA cover handispolse studies and
theoretical studies on the concept, which do not give argctivns on how to rep-
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Life cycle assessment framework

Goal
and scope
definition

Applications:

* Product development
and improvement

Inventory . g *Strategic planning
: Interpretation
analy51s % *Public policy making
*Marketing
*Other

assessment |

Figure 3.3: The main phases of life cycle assessment acaptalilSO 14040 [1].

resent the flow model and form the resulting equation systetently a rather

small number of publications on the computational part Heeen published, see
e.g. [28, 27, 30, 32]. The result of the normalisation to threctional unit in these

publications is expressed as

g= BA'Y, (3.1)

where A is a matrix describing the internal flows of the technicalteys (the
technology matrix),/ the demand vector, i.e. what is being produced, Brttie
intervention matrix, i.e. the external flows to and from teehnical system.

When LCI models needs to be stored it is necessary to takeshoitture and
meta data into account. Some examples of published datawstes for LCl-data
are SPOLD [49], SPINE [15] and ISO/DTS 14048 [3]. None of thesake use
of the matrix representation discussed above. These datdwses can be used
to develop e.g. databases for storage, sorting and rdtoél&| information in
a non-redundant way.
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3.2 Modelling techniques

This section describes techniques that can be applied tmeegtihe flexibility of
LCI-models. In the next section these techniques are apfdi@ cement manu-
facturing case.

When a state-of-the-art LCA is carried out, the linear tetbgy matrix model
(A) described in the previous section is sufficient to desahbeechnical produc-
tion system. The reason why this matrix is sufficient is ndy cime linear nature of
the created system model, but also that only one type of legion is made in an
LCA, which is the normalisation to the functional unit. Thevedloped mathemat-
ical LCI methods are designed to achieve this normalisatidy, which affects
both system model and calculation. At times it is desirablenbke extensions
to this matrix type of LCI model. One such occasion is whenitierent phys-
ical behaviour of the production system is strongly nomdinseen as a function
from resources/emissions to product. A linear LCI modetesent in this case a
linearisation around a specified point and might lead to cegiable large devia-
tions in the calculated resource use and emissions reledsedher occasion is
when dynamic aspects are relevant and hence need to be mdeonsideration.
One such example is when starting up and closing down a ptiogdme for e.g.
maintenance is considered. These requirements takem&sgeeans that another
type of modelling approach is needed. In addition there #rerdypes of calcu-
lations that need to be done. Examples include optimisasiarulation over time
and other, not yet defined calculations. To be able to fulél rdqquirements on
calculations, flexibility in the type of problem applicalideneeded. It is clear that
e.g. a state-space model does not fulfil these requirements.

An important consideration is the amount of knowledge weehalvout the
underlying system, which can be a limiting factor. The esten of the usual
LCI modelling approach into a non-linear and dynamic oneldioequire a larger
amount and more accurate data.

In paper | and Il the nature and effect of some types of caysak discussed.
To recapitulate, it was found that by removing the compatsti causality from
the model advantages in flexibility can be achieved. Thelrésa so called a-
causal or non-causal model. In effect, the entity that isnadlly regarded as the
model can be split into three parts, namely:

¢ A neutral model. Only the model, i.e. a description of ourtegsin which
the connecting equations are expressed in a neutral forenmiddel maps
our interpretation of the production system onto a mathaalaformula-
tion, but it does not include any specific problem to be sglveshce it is
called neutral.

e A problem formulation. An explicit list of which parameteis hold con-
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stant during this particular calculation and a value togiesie each of them.

e A method of calculation. Can also be considered as a parteoptbblem
formulation.

In addition it was found that the modularity of the model, itbe flexibility
with regard to both change and exchange of parts within théeln@an be en-
hanced by using an object-oriented modelling languagenjucation with phys-
ical entity modelling. The intention with the latter is todgereal physical entities
together for the ease of comprehension and transparencywaly of modelling
also constitutes a natural way to keep parts that are sepgaredality as separate
objects in the model, so that the model resembles realityswmitable picture of
reality.

* Connects model and data
* A-causal /* * Set conditions

* Physical * Type of calculation
* Object-oriented

* Non-linear /
. D 1
ynamic Problem
formulation

i Calculation
nput method
Data
. * Static solving
Raw mater1a¥s \ * Dynamic simulation
* Product quality + Optimisation
" Bte * Sensitivity analysis
* Etc

Figure 3.4: The separation of model and problem formulat@ahcan be achieved
by the use of a-causal models.

To summarise we have the following requirements:

e A computational a-causal model that contain the structndecanstants of
the system, but does not contain any information on how toutate.
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e An object oriented modelling language that makes use ofritamee and
encapsulation.

e A physical property modelling approach that makes it pdedit map the
real physical structure to a similar model structure.

However, there are drawbacks with using an a-causal modsl.mathemat-
ical model consist of a number of equations. In the companati causal case,
e.g. block diagrams and state-space models, these ecuat®ordered in a spe-
cific way to achieve the wanted result. In the computatiorehasal case the
equations are not ordered in any specific computational Wayead they can be
regarded mathematically as a number of equilibrium eqoatomnnected to each
other, which is in general harder to understand. For modededbon flow seman-
tics, i.e. correlation between the general variables sitgrand flow, the model
representation can be based on energy and power flow anda#iyuselatively
easy to do. For the type of flow models used in LCI there are @tysical laws
applicable, but not in the form of intensity-flow related oentions. Under these
circumstances a-causal models can be structured in varaysdepending on the
application, and therefore it is hard to make both consistad general enough
to become flexible.

3.3 The cement production problem

The above discussed enhancements to general LCI modelsapelied in a test
case for a cement production line. The conceptual modeistsref a foreground
system which defines the at-site production that the compasyull control over,
and a background system comprising bought services andsgsed fig. 3.5. A
more in-depth discussion of the production facility is give paper Il and [23].

The raw materials, i.e. different sorts of sand, are trartsddo the production
site and grinded depending on type. They are then mixed @vaat proportions
and burnt to clinker in an Clinker Production System whiclnigact a burner.
For the burning process fuel is required. The fuel may comdisoal, pet coke
or an alternative fuel. All fuels are transported to the,sgrended and mixed in
proportions before entering the burner. The produced efimkthen mixed with
gypsum and possibly other materials, further grinded aoibdtas cement.

The problem is to find the ratio of raw materials, fuels andatiditional gyp-
sum to produce cement of a certain quality. The quality issuesd using the fac-
tors indicated in tab. 3.1. In addition the approximate ntaryecosts throughout
the production line are to be calculated. Since purchads cbthe raw materials
and fuels are known, the production related cost for eaclpeatgnt in the line
can be estimated and added to the product flow. The use of thdelnsoto aid
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grinding p| Clinker production system and storage —b
Sand Lime&marl Coal & pet | [
rindin extraction, grinding, = |
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Figure 3.5: The cement production line layout.

in calculations for new types of raw materials, fuels andrinal settings and also
possible layouts. In addition to static solving, dynamitlation and optimisa-
tion can also be considered. Itis therefore a requiremanthle model is modular
and highly flexible.

Table 3.1: Cement product quality indicators. The notairalicate weight per-
centage of the specified material.

Name Symbol  Description
: : _ 100CaO
Lime saturation factor LSF LSF = 28%_%3“‘1A1203+0A7F6203
. ) B i
Silica ratio SR SR = WFZ‘@ZOJ
Alumina ratio AR AR = ;3 283
exUs

At the time of research for the project (fall 1999), only aited number of
modelling languages and calculation software were availahd able to fulfil the
requirements. Among them there were OmSim (Omola) [42], BlgnMODEL-
ICA) [14] and Ascend [54]. OmSim and Dymola are specially snfat modelling
of physical system and have a built-in support for flow semsargince the sys-
tem considered does not have any intensity-flow dependegms decided not to
use these programs (languages). Ascend is both a calcutatitvare and a mod-
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elling language and is originally developed for applicatiochemistry. However,
it can be best described as a mathematical system modelbhgnd is very flexi-
ble in defining connections and hence the structure of thesysiodelled, which
is the main reason that it was decided to be used.

The model was built in a bottom-up manner according to pdp#rshould be
noted that the model is deliberately made redundant. In oassts redundancy is
negative, but here it is used to enhance the flexibility. Timaerical parameters
in a calculation can be divided into the following categsrie

e Constants. These are set when the model is built and thenrrema

e Locked variables. Parameters set to a numerical valuedghait a certain
calculation in accordance to input data.

e Free variables. Parameters that will be calculated. Sonigest are inter-
nal variables in the model and others are the ones we wantdolate, i.e.
the output.

The number of parameters in each category depends on théspatculation
done. Information on these settings is part of the problemmidation. In the
model, information to specify one parameter can be suppliachumber of ways.
An example is the ingredients in raw meal composition. Thasebe set by spec-
ification of absolute masses or relative masses (percentige model contains
the necessary mathematics to relate these parameters.y Aitvaa) only one of
the the ways to specify the parameter is used and the othetusidant. However,
it does add to the flexibility to both define variables befarkglation and check
the result afterwards.

It should also be noted that the entire model on the cemeduptmn line was
later transferred to MODELICA, which was a much more intigctask than the
work described above.






Chapter 4

Investment optimisation technigques

This chapter starts with an overview of unconstrained amgttained non-linear
optimisation [41, 36], which will be used in the investmestthiniques developed
later. Then the optimisation is applied to dynamic systemisch leads to a dis-
cussion onOptimal Control[11, 6]. These two sections are a recapitulation of
present technique and may be skipped by initiated readenscedtrating on in-
vestment planning, the optimisation criterion functionéxt developed in a more
general sense than that in paper Ill. Then some specialuifés which were
omitted in paper lll regarding the hydrogen infrastructinkeestment problem are
discussed.

4.1 Non-linear optimisation

The general non-linear programming (NLP) problem is to mise a non-linear
functional subject to non-linear constraints[17]. Thelpeon can be defined
mathematically

min - f(z)
Ste(x) = 0 (4.1)
dx) > 0

where f(x) is the (scalar) criterion functior;(x) the non-linear equality con-
straints andi(x) the non-linear inequality constraints. The functigf{s), c(x)
andd(x) are supposed to be smooth, i.e. at least twice-continualigren-
tiable. Letg(z) = V.f(z), being the gradient vector of the objective function
f(z), C(z) = 22, being the Jacobian matrix of the constraint veetor) and
D(x) = %4, the Jacobian matrix of the constraint vectifr). Now define the

15
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Lagrangian in the classical way
L(z,A) = f(z) = Ae(x) — pld(2), (4.2)

where) andyu are Lagrange multiplier vectors. In order to define a locainogl
point the first derivative of the Lagrangian with respect tmust be zero, i.e

Vo L(a® N 1) = g(a") = X C(@") — " D(a") = 0 (4.3)

where(z*, \*, u*) is the optimal point. In addition, requirements have to be pu
on the inequality part variables and d. At the optimal point, it is clear that
an inequality constraini;(z*) can either be satisfied as an equality;z*) = 0

or strictly satisfiedd;(z*) < 0. In the former case the constraint is said to be
active and hence be part of thactive seti.e. i € A. In the latter case the
constraint isnactiveand be part of theactive set: € A’. For the active set the
requirements equal to those for equality constraintsi.e.0. For the inactive set
the multipliermustbe zero. This can also be formulatetf d(z*) = 0, which is
sometimes referred to as tbemplementary slackness conditidiaken together
these requirements, the Karush-Kuhn-Tucker (KKT) conditior optimality is
defined as

g(a") = ATC(@") — ' D(a") =
wrd(z*) = 0 (4.4)

W 0

v

and .. is sometimes referred to as the KKT multiplier. In addititve original
constraints (4.1);(z*) = 0 andd(z*) < 0 must be satisfied at the optimal point.

In order to solve the KKT for*, the active inequality constraints are treated
as equality constraints and the inactive ones are ignonadgg

g@") — I = 0
r(z*) = 0 (4.5)
n oz

9

wherer € {z € RV|¢(z) =0,d;(z) =0Vie A} and J(z) = Or/0z. Now
these re-defined requirements can be solved with Newtontkadeby doing a
Tailor series expansion of (4.5). if;, = V2_L the expansion becomes

g(x) = J"(@)n+ Hy(2)( — ) = ' (@) (7 —n) = 0
r(z)+J(x)(z—x) = 0 (4.6)
(4.7)
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which can be simplified to

Hy, J* P _ 19
EaSiEink «
wherep is the search direction for the step= x-+p andr the Lagrange multiplier
at the new point. The equation (4.8) represents the first oqgténality conditions
for the the optimisation problem
1
min g'p+ 5p" Hip (4.9)
st.Jp=—r,

which is a Quadratic Programming (QP) problem.

A widely used algorithm to solve NLP problems is the Sequi@uadratic
Programming (SQP), see e.g. [41], [36] or [35]. The SQP igjasetial algorithm
that make use of inner and outer iterations. The objectitb@fnner iteration is
to find a search directiop which is used in the outer one to fulfil the first order
conditions for optimality. The search directipmis found solving the optimisation
problem (4.9). The outer iteration makes use of the the nanckedirection by
taking the ster = = + ap, where the step magnitudeis determined by a line
search method.

In this thesis the optimisation problem is solved with theS@R. program
[24], which is of the above SQP class. First the NPSOL algoriaims at calcu-
lating a point that is feasible, starting from the user atéd point. Then the SQP
algorithm described above is used to find the optimal point.

Calculating gradients in the investment problem is not e@sye reason is the
objective functionf(z) not being differentiable in the wholg". Another reason
is the complex structure of summations fii). Using NPSOL, no algebraic
expressions on gradients and Hessians needs to be giveleadndPSOL can
make use of finite-difference derivatives. The NPSOL atpani can also deal
with minor discontinuities if they are isolated and awaynfrthe solution. The
SQL algorithm described above works satisfactory with exmproblems. Given
such a problem, the solution will be the global optimal poBince the investment
problem is convex (is shown in paper lll), we expect the atbor to find the
global optimal point. The objective function and the opsation problem will be
treated in more detail in sec. 4.3 in sec. 4.4 respectively.

4.2 Optimal control

Optimal control theory aims at optimising a given objectiuaction under the
constraints of a dynamic system [11, 53, 39]. Common ohjedtinctions include
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energy, fuel and time. The dynamic system can be mechaeiealrical or any
type that can be described mathematically. The optimalrobptoblem can be
stated generally as

min J = @(x(tf))+/th(x(t),u(t),t)dt (4.10)
sty = f(z,u,t)
clz,u,t) < 0

where/J is the objective functionf the state equation constraintghe path con-
straints andu the control vector. The objective function consists of tvastg:
®, a cost based on the final time and state and an integral degeoifcthe time
and state history. In addition there may be simple boundsestate and control
variables, i.e.

<z, (4.11)

Usually in a optimal control problem one knows the initiatstand time, i.e.
where to start. The final time; and final statec(t;) can either be prescribed
or calculated. The final state can either be given directlgdaimed to lie on a
constraint surface.

The above optimal control problem may be solved using a doemdirect
method[6]. A direct method use a sequence of points to ajppair the state and
control variables. The sequence may be a piecewise polatexpansion. When
these approximations are inserted into the objective fanand constraints the
result is a static optimisation problem that can be solvedguthe methods dis-
cussed in sec. 4.1. A indirect method aims at fulfilling theessary conditions
for an optimum according to variational calculus, i.e. thetforder condition
J'(z) = 0, the Euler-Lagrange equations and the adjoint equatidndirfg these
expressions means calculation of gradients and Hessidmeh wsually is cum-
bersome. In addition the indirect method is sensitive tostagting point, i.e. the
first estimate. A poor starting point may result in divergeoc wild trajectories.
The rest of this section will therefore address the diredtod:

The integral in the objective function (4.10) can be treasdan additional
statey,, 1 = L(z,u,t) with the initial conditiony,,1(to) = 0. Itis thus possible
to replace the original objective function with one of thpey = ®(x(ty)).

Suppose the interva} to ¢, is divided inton, segments and,, is the time of
one segment. Further I8 = n, + 1 be the number of point in the interval. The
state equations can then be approximated with any numeantegjration method,
i.e. Euler, Trapetzoid and Runge-Kutta. The theory is hiustrated for the
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simplest case using the Euler methQd= yx.1 — yx — hi fx, Which give the NLP
problem

min J = ®(xp) (4.12)

(w1,y1,--un,Ynr)

((SHEINGVRIEES

(c1(z1,u1,t1), ca(ma, us, ta), ..o, car(@ar, unr, tar)) < 0.

This optimisation problem is of the static NLP type and carsbled with the
techniques discussed in the previous section. The probtess, dn the other
hand, havg1 + n)M times more variables than the original dynamic Optimal
Control problem. In the case of long interval— ¢, and short time constants, the
resulting static problem will become hard to solve.

4.3 Production cost

In this section the cost for production is considered. Thiglpction cost will later
be used as objective function in the optimisation done ferrtydrogen refuelling
station in sec. 4.4.

The cost we will consider when making investments in equiproeparts of a
factory is the total production cost per produced unit ondké case considered in
sec. 4.4, per kdgi,. This production cost will change according to the utilisat
of the equipment. It is therefore helpful to calculate a mg@duction cost over
the entire investment period.

First, it is assumed that a loan is taken for the purchase wpetent. This
loan is also assumed to be of the annuity type, i.e. giviny#daly instalment

(4.13)

d
Peq,yr = Peq cmf(d, leq)a anf(d, leq) = ﬁu
(1+d)'ea
wherep,, is the purchase price for one piece of equipmépthe expected life-
time of the equipment and the rate of interest. The above equation gives the
yearly cost for a piece of equipment. We would also like tostder a shorter

time step than one year, sayn of a year, where the instalment becomes

d/n
Pegn = Peg 1 1 .
( (14+d/n)tea™ )

(4.14)

By settingn = 52 the weekly cosp,, ,, could be found.
Second, it is assumed that there are costs for running thigyfacOne of
these is maintenance. When operating an equipment thesu@lya need for
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maintenance. The maintenance is in reality dependent onrdeuof factors,
e.g. age of equipment, utilisation and run pattern. Sintsehard to take all these
factors into account, the total cost for maintenance inttigsis is estimated with
a constant factorft, ,,) of the investment cosi,, ,,, which gives the equipment
cost

peq,n,m = (1 + feq,m>peq,n- (415)

In addition there is also a cost for production. In this cdss electricity and
natural gas. In contrast to the cost for equipment theses @st not constant.
Instead they vary according to the production. We also hatake the investment
cost from all current equipments into considerationR/fis the relative utilisation
of the full production capacity and,;; ,, the total production related costs at full
capacity, the total cost is

Cprod<t) = Zpeq,n,m + Rs (t) Cutil,n- (416)

Veq

Note that the number of equipment differs according to tgnamd extent of
investments. The time of purchase might also change the [driechnology
progress is part of the model. This can be modelled with @fdef, (. ).

In order to find the cost per produced unit we observe that tihmmber of
produced units pet/n year may be written asg,.oq..(t) = Rs(t) Tmazn, Where
Tmaz.n 1S the number of units produced pefn year at maximum capacity. The
cost per unit thus becomes

enmthim) +Rst Cutil,n
Cunit(t) _ ZVeqp q;n,m*lp ( ) ( ) til, . (4.17)
xmam,nRs(t)

Note that eq. (4.17) requires the inverted time step be the same fop., ,, 1,
Cutit.n ANAZ,,q. . The above calculated,,,;.(t) gives the momentarily production
cost per unit. In order to find the mean cost it has to be intedraver the invest-
ment period. If done absolute, i.e. adding the costs atraétgiwithout respect to
the present day value reduction in accordance to the rateeseist, the result is

Z De nmR r(tim)) by dt Cuti
gl Vg leanmp WAt =tp—ty. (4.18
Cunit xmamAt /;O Rs (t) + xmaxa ! 0 ( )
Another option is to adjust future costs to present day \&alising the present
value correction

pof(t) = (4.19)

(1+d)¥
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giving
1 Y puf(t) t
& = E t; dt - / t)dt)(4.20
Cunit xm‘”ﬁAt(veq peq,n,mer( mv)/to R.(1) + Cutil . puf(t)dt)( )

A third option is to use the above present day correlationdisttibute the
total cost evenly over the whole investment period, i.e

3 Cutil + an f(At) Zveq PeqRpr (Linw v f (teq)

C L, =
t
unt {L’maxAt

. (4.21)

One must realise that this third option does not reflect time slithe real cost to
the production facility.

The developed mean production cast,,, ¢2, ., andé . represent different
ways of calculating the costs for production. They are atididates for an ob-
jective function when doing optimisations. In the next gett. ., is used as

objective functions in a hydrogen refuelling station teste

4.4 The hydrogen infrastructure problem

The main task for the hydrogen refuelling station is to dmsggehydrogen to ve-
hicles. Since the incentives for using hydrogen are enuii@mtal, an important
question to consider is where the hydrogen is to be produesstiucing the hy-
drogen is probably best done at large, centralised pramtuéicilities. It is then
easier to take care of the created emissions(&(®.. The problem is to distribute
the hydrogen to the local refuelling station. In order to dceefficiently, the hy-
drogen gas has to be highly pressurised, which is expensi/ean be dangerous.
Another consideration is the vulnerability to both sabetagd accidents. In this
thesis an alternative solution comprising local productd hydrogen using a
natural gas to hydrogen re-former is investigated. Thetitgpthe re-former can
be any type of natural gas that may originate from fossil aeveable resources.
One disadvantage is that the re-former will produce comalile amounts of O,
which will not be easy to take care of. Probably it has to beastd into the
atmosphere. When the natural gas comes from a renewableesoiuenergy the
net contribution ofC'O; is nil. One obvious advantage with local production is
that natural gas is considerably easier to transport thdrolggn gas. In fact there
is already a rather small but growing number of natural gagetiéng stations in
Sweden. A hydrogen production and refueling part can theadoed to the al-
ready existing natural gas refuelling station. It is alsegible to dispense natural
gas as an intermediate alternative.
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If the refuelling station is equipped with a fuel cell, it calso be used as a
local electrical power station. This alternative might lseful in remote locations.
When hydrogen is produced from renewable energy sourcesgiit also be an
environmentally friendly alternative.

If the refuelling station is located in a place where eledtifrom the grid is
cheap, it can be equipped with an electrolysis part whichpraduce hydrogen
gas directly from electricity. In this case it is importaot keep track of how
the electricity is produced. To first produce electricitgrfr coal and then use
electrolysis to produce hydrogen is not a good environnheotation.

In addition to the hydrogen re-former, the refuelling siatiayout that will be
considered also has alocal fuel cell and an electrolysig plagure 4.1 illustrates
all options investigated in this thesis. The result is ae#iiog station that is very
flexible in terms of resource use and energy production.

Petrol—— Petrol storage >
Natural__ Natural gas storage - iC
gas I
]
Reformer
Electrolysis
% Electricity
//'/7' /k—> Fuel cell ) »
Compressor £
Hydrogen storage Aux electricity | |
Q%/ consumption
A
Filling pump > ehi
Refueling station border

Figure 4.1: Refuelling station layout. Natural gas is re¥fed to hydrogen at the
site and stored for delivery to vehicles. It is also posstbl@roduce hydrogen
from electricity by electrolysis or electricity from hydyen by using a fuel cell.

The equipment for a hydrogen refuelling station with the\eddayout is more
expensive than present day petrol station parts. In additiot all of the con-
figurations are suitable for specific conditions. Under ¢heiscumstances it is
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important to find the most profitable configuration for theafie location, esti-
mated number of customers and general technical and ecoabdgvelopment.
The problem is to find this most profitable configuration. Asatded in paper
11, this problem is equivalent to finding the least expersivean production cost
for hydrogen, which is already developed in sec. 4.3. It & ahown that the
original problem can be divided into a number of smaller oreghis thesis, as
was the case in paper lll, only the core parts (fig. 4.1) wiltbasidered.

In reality the choice of equipment is limited by supply. LUe¢ set of available
equipment, which consists of a finite number of sizes, be @ehoy C' and the
control sequence(t) be a vector of equipment sizes such thatt) € C and
u(t + ot) > wu(t). The implication is that is only allowed to increase and only
increase with specific values, namely thos&’in Further letf(u,z,t) be the
description of the core of the refuelling station in stgpeee form ande,, the
flow through equipment. The problem of finding the most prbféaonfiguration
can now be formulated

win Canit(u(t)) (4.22)
st = Flu(t), z(t),t)
0< Teq < u(t).

There are two major difficulties in solving this problem:

1. The problem is defined over the entire investment perio@0ofears. At
the same time the assumed filling curve for hydrogen has asiepeof one
hour. Dividing the interval of 20 years into one hour segraembuld lead
to 2« M = 350402 variables and// — 1 = 175200 extra defect constraints.
This would make numerical solving of the resulting NLP hairdot to say
impossible.

2. The control sequenaecan only increase in steps that are partofThis
would make the problem discretein Discrete problems are combinatoric
and in general harder to solve than continuous ones.

In order to solve the problem (4.22) it is observed that th& filvestment
has to take place initially, at = 0. Consecutive investments are divided into
separate cases according to the total number of investmantsnlyn; number
of investments are considered for each optimisation proble

By parametrising sef’ using a scale functiop,,(s.,), wheres,, is the size of
equipment, the problem will become continuousin

Since the desired output, the filling curif,,, is given for one week and then
scaled using the S-functiaR,, it is sufficient enough to consider only one week
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for each investment. The week to consider is when utilisaisoat maximum,
namely the week right before the next investment.

The driving signal for the fast dynamics is the filling curviéis curve is given
for one week with the time step of one hour. The integral inabjective function
x can therefore be approximated with a sum. Also, at the trgyigm to a NLP a
cumulative sum can be used as integration method.

Using the transcription method from sec. 4.2, the resulNh§ problem be-
comes

min ¢
tinv ,eq

wnit (tinv, €4) (4.23)

t
St =a(t+ hy) — Zf(s), t=to+mhy, me Zt <M
s=to
z(t+ hiy) >0
0 <@g < Ceq-

Considering the dynamics involved is rather simple, theem 4.2 discussed mul-
tiple shooting method can be replaced with a single shoatimeg The advantage
is that we get less variables and constraints, and we wouldapty make the
problem easier to solve numerically. By settipg- 0, we obtain

min ¢y (tin, €4) (4.24)

tinv,eq

This NLP problem can be solved using the methods in sec. 4.1.

In paper Ill two cases are considered: variable utilisaéi®im eq. (4.24) with
extra requirements on initial amount of hydrogen storedperadic maintenance
and constant utilisation, which is a special and simplee cdisariable utilisation.
In the variable utilisation case, the chosen special cmnditin this study are 100
kg hydrogen storage initially and at the end, and a weekly &o maintenance
from hour 75 to 87 during the week. Investments are done atil2asccasions
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during the investment period. The resulting problem foiatioh is then

min  Copjo

tinvysh/r
t
sty (zh,—ah) = 0Otg<t<t
to

Ceq Z Teq

zhs(to) = wns(ty)
zhs(te) = 100
87
> oap, = 0 (4.25)
t="75

The result from the optimization is size of equipment, rungnpattern of the
facility and produced hydrogen price and utilization curVee figs. 4.2, 4.3 and
4.4 show some of the results in the case of 2 investments. dinglete results
are given in paper IIl.

Hydrogen reformer output 1 [kg/h]
10 T T T T T

kg/h
(4]
T
Il

1 1
0 12 24 36 48 60 72 84 96 108 120 132 144 156 168
time [h]

Hydrogen stored 1 [kg]

150

2 100

50

1 1 1 1
0 12 24 36 48 60 72 84 96 108 120 132 144 156 168
time [h]

Figure 4.2: Variable utilisation case, 2 investments, ulgigout and stored hydro-
gen: Investment 1 at t=0.
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Hydrogen reformer output 2 [kg/h]
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Figure 4.3: Variable utilisation case, 2 investments, tlgigout and stored hydro-
gen: Investment 2 at t=5.4.
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Figure 4.4: Variable utilisation case, 2 investments, bgen production cost and
capacity-demand.



Chapter 5

Concluding remarks

It has been shown that the flexibility of the model in LCA or Ldike systems
can be enhanced by introducing:

e A-causal models. The removal of computational causalitgdenapossible
to separate model and problem description. Hence it waslkpess apply
several problem descriptions to one model.

e Object oriented models.
e Physical modelling approach.
¢ Intentional redundancy.

An investment optimisation method based on optimal coriitasl been devel-
oped for environmentally favourable, but expensive préidadacilities compris-
ing simultaneously calculation of long term investmenatggy and short term
utilisation scheme. The method was successfully testedhyalieogen refuelling
station case. The problem was shown to be convex and henestiigng optimal
solution is global.

5.1 Future work

In the investment optimisation method a number of items camiproved. To
be realistic the objective function needs to incorporatg eost of labour for
the hydrogen part of the refuelling station. The optimmatnethod is tested on
the hydrogen refuelling station case, which is shown to bwex. In that sense
other algorithms for solving the resulting NLP problem abbeé investigated, e.qg.
Interior Pointor Cutting Plang13] methods, which are efficient for convex prob-
lems. It would also be interesting to test the developed atktn a non-convex

27
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case and still try to obtain a global solution. The perforoeanf the method in

the described hydrogen refuelling can most probably bedargat. In case 2 with

variable utilisation (see paper lll) the computationalgim unrealistically high

for more than 2 investments. Since the most favourableisolprobably lies be-

tween 3 and 5 investment, this limitation has to be overcddue to the sampled
nature of the refuelling curve, the test case investigatatbins only time discrete
dynamics. It would be interesting to try the method in a qumius dynamic case,
i.e. where all the driving signals are continuous.

It should be emphasised that the investment optimisatiahaodes still in a
development stage. Before the method is applied in any as&, ¢here are things
to be improved, such as the structure of the notation.

During spring 2003 a co-operation with Physical Resourceofyy Chalmers,
started for a Design for Recycling (DfR) project. The casglgtdone aims at
finding an economically and ecologically optimal transitio the best design for
recycling. In this project more options for optimisatioriiveie explored.



Chapter 6

Summary of appended papers

6.1 Paper!l

This technical report is the result of a feasibility studyriad out in 1999-2000.
The report applies concepts from technical modelling amcLiéation to Life Cy-
cle Analysis (LCA) in general, and Life Cycle Inventory (DGh particular. A
mathematical framework for LCI is created and a method teestdr the func-
tional unit is developed. The relation between computatiomn-causal mod-
els and separation of model and problem formulation is iingated. Different
model and calculation types are compared to the ones use@linTlhe report
also contains a survey and categorisation on calculatiaghads within the LCA
and related areas. The underlying intention of the repdd explain and clarify
methods used in LCI from a general technical system pernispeahd to suggest
new methods.

This report defines LCI in the terms and language of a morenteahand
mathematical system science. It thus relates LCA to preaséneady established
scientific areas, thereby: first it adds credibility to LCAdxplaining the method
in technical and mathematical terms, giving more peopl@gportunity to verify
the calculations. Second it helps in finding methods and eqotscfrom related
areas to develop modelling and calculation in LCA. The défee from previ-
ous work, e.g. Heijungs [28], is that the developed methoeis $rom technical
methods (e.g. control theory) and not from management éegaomics), which
result in a different set of modelling languages are comsitle

6.2 Paperll

In cement manufacturing before changes are made to thegsaaecording to the
law, the effect needs to be verified. Such changes mightdedype of sand, fuel

29
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or additives. Recently a major cement producer in Swedetest#o investigate
alternative, more environmentally friendly types of fueh addition they also
started to improve the understanding of the involved plsyaid chemistry, which
turned out to be complex. Further improvement, which woualdude dynamic
and non-linear elements, should also be possible to inaludlee verification.
Today the verification comprises a calculation of produagdssions, but in the
future other types of calculations would be needed.

In this paper a flexible model is developed which fulfils thguieements
above. A computational a-causal model made it possibleparaée the model
describing the cement manufacturing process from the pnolibrmulation. The
model was built in ASCEND [54], which is an object orientedathrematically
based modelling language and multi-purpose simulationcatalation environ-
ment. To further enhance flexibility, the model was designét a high degree
of redundancy, so that the quantity of one physical progsréxpressed through
a number of linked equations. This gives the user freedonhtse how to as-
sign the physical property. In addition the model also fuithces the total cost
throughout the production line.

6.3 Paperlll

Vehicles that run on hydrogen could lead to less environallgritazardous emis-
sions in a global perspective, especially if the hydrogemasle from renewable
energy. Techniques for producing and storing the hydrogenel as fuel cells
to convert the hydrogen into electricity are constantlyadeping. One of the
most significant difficulties in the introduction of hydrogeehicles today is the
infrastructure that needs to be built. Considering the fiaat all present refu-
elling stations for petrol need to be replaced, the totadstment is huge. In this
situation it is crucial to employ the most profiting investmstrategy, given the
probable future development.

In this paper the lowest production cost for a set of investisiever a period
of 20 years for an individual hydrogen refuelling statiorfasnd. For flexibil-
ity and convenience of transportation, the refuellingistatitilises an on-site re-
former for natural gas. The first case investeigated assaroesstant production
of hydrogen and will yield the minimal cost, whereas the selcone can be used
when special considerations like periodic stop for maiatexe of the hydrogen
re-former need to be taken into account. Both optimisati@blems are shown
to be convex and hence produce the global optimal point. &@bgltris an hydro-
gen production cost of 26-40 SEK/kg, which is fully compaeaio other studies.
The major difference is that this study uses an increasingtion to estimate the
number of hydrogen vehicles refuelling at the station, Wwimakes the estimated
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production cost a time average. In other studies, the cdsised on maximum
utilization.
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